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» Feature is the general answer for “What’s this ? ”
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So, what does representation means in data mining?
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Feature 2 Numeric Abstraction (almost) @ O

» Feature is the general answer for “What’s this ? ”

» Some tricky cases:
* Nominal attribute

[One-hot coding]: excellent\ good\bad - 001\010\100
* Structured object

Sentences, pics, sequential data, networks

Given a word, this demo shows a list of other word:

Word Embedding php
java
html
PHP
HTML
wordpress
www
server
MySQL

javascript
google
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Feature 2 Numeric Abstraction (almost) @ O

» Feature is the general answer for “What’s this ? ”

» Some tricky cases:
* Nominal attribute

[One-hot coding]: excellent\ good\bad - 001\010\100
* Structured object

Sentences, pics, sequential data, networks

* Discretize or not
* Missing value

Drop 1t, fill it or just leave it be?
* Ordered feature ?????
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. Feature (Cont.) f s
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» Feature is the general answer for “What’s this ? ”
»Label is the general answer for “What’s your name ? ”
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»What data mining do ?
» What is model ?

* General answer for “How do they behave in this way?”
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Feature V.S. Model @ I

» Unsupervised learning is subjective
» Supervised learning is objective

“We know it when we see it”

Feature E— Model
Similarity?
S ——



Feature V.S. Model

Good representation Good representation
Bad model Good model

Bad representation
Good model
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. Learning Representation / Features fm MRS

» What's learning representation?
» Don’t panic! You already know...

PCA , T ICA

.....................................................

; Xnew = f(X) or Xpew = f(X; Y)

where X,Y is from one source or many

.
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. Learning Representation f@ SRS

. . Data Mining Lab
» Motivation

* Find a better representation (for similarity measure or
others)

> “better” how?

* What's wrong with my current representation?
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What’s your definition of “better” ? @ I

» What's your ideal form of representation
» What do you want?

Input space ; Feature space ]

original data decorrelated data whitened data




What’s your definition of “better” ? @ I

» Task-driven / Model-driven Data Mining Lab

 C(lassification, clustering, ranking
* Whatever is best for your task

» Interpretability

* Non-negative, ...

» Visualization / Storage

» Numerical calculation / Fast convergence / Tuning
 Normalization, Whiten, ...

Any representation |
fitting our hypothesis |
of tasks/algorithms is good !




Data Mining Lab

Why we make hypothesis ? @ P

» Additional prior

« Compositionality is useful to describe the world around us
efficiently

* To tell us the data generating distribution and recover a set of
latent variables that describe a distribution over the observed
data

* *Help non-supervision be less subjective...
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Hypothesis of “better” @ SR

» In your field, what’s the hypothesis you want?

Trait Genotype Association
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Hypothesis of “better” @ SR

» Example
* What is the hypothesis of PCA ?

1. Maximum variance

2. Minimum projection error

3. Linear Gaussian with
limited free parameters
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Hypothesis of “better” @ I

» List of the hypothesis you want (maybe)

Sparse representation

Low rank representation
Common / Semantic space
Dimension reduction / Kernel

High-level / Deep features Mathematic
Temporal and spatial couple / coherence language of
Structure-specified features hypothesis

Features decorrelation
Discriminative features
Separate manifolds/ clusters

Normalization
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‘Sparse representation f@ HEPESNE

¥ ACTCGTACGTAGACCTAGCATTACGCAATAATGCGA
CTCGAAGETAGACCTAGCATTACGCAATAATGCGA
CTCGTACGTAGACGTAGCATTACGCAATTATCCGA Biological
. mechanis
N ACTCGAAGETAGACCTAGCATTACGCAATTATCCGA

7 ACTCGTACGTAGACGTAGCATAACGCAATAATGCGA

CTCGTA AGACGTAGCA CGCAA TCCGA

“ CTCGAACCTAGACCTAGCATAACGCAATIATCCGA

Causal SNPs

How to make our new presentation sparse?




‘Sparse representation (@) ——

> L0 (it’ll do, if you could solve it... ) Data Mining Lab
> Generalized lasso

min f(X,0n,) + A1 DX 0w |1

Xnew
[ -1 1 0 0 0|
0 —1 1 0 0 o
D =
0 00 -1 1|

n—1
1Dl =D 1B = Biral .
i1

Fused lasso example

Data (noisy image) Solution (denoised image)
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» Categorical variables are associated with separate
manifolds, is it a discrete sparse representation?
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Sparsity in your field (@) I
I Data Mining Lab I
» Data stream ? v

» Networks ?
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' Low Rank l@ MBS
> Why low rank ???? \ ’ Data Mining Lab

* 2D - sparsity, being sparse while coherent with other

instances

* Reducing correlation R T T
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» How to get there ??* [j:_:;j:_'[j:_;j:_ FaE
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* Nuclear norm R S
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» LR in your field??
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Image Rectification |
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Common representation @

» Multi-view learning / multi-task learning/

transfer learning / domain adaption / semi-supervised
learning / multi-source learning / ... -2 Integration

Image Space Text Space

Multimodal Documents /;m'“?mf":"mw::”.ﬁ-b; Flnd d SPaCE that

b

. o we could define
Image
] Text
. s t
Classifiers c;"li'.;t'i T / Classifiers d measure !
”f:‘: _Ff 3
‘7‘;.{:‘: '_’?;3‘}
Semantic
@ @ Congptv
Semantic
Concept 2
,/ Semantic Space

(using original features)



. Deep representation R RS
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Operation Filter Convolved

Image
0 0 0
Identity 0 1 0
0 0 0
1 0 -1
0 0 0
-1 0 1
0 1 0
Edge detection 1 -4 1
0 1 0
-1 -1 -1
-1 8§ -1
1 -1 =1
0 -1 0
S % » Blank b
0 -1 0 an OX
1 » Why it work
Box blur 1 [ } y lt Or
=11 1 1
(normalized) 9
1. 1 :]
a y 1 3 B g |
aussian blur =2 43
(approximation) 16 1 2 1
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. Discriminative Features f% SRS

» We put constraints on labels !

K
> LDA:
oad projection ;x B X X maximizing the component
x"}";'":;:x: axes for class-separation
5 xX X X
X
J =tr((PTS;P)~'(PTS,P))

good projection: separates classes well
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Temporal and spatial coherence

» Slow-feature Analysis

[ \ zemmsies
\ ’ Data Mining Lab

Objective : Extract Slow Feature from Time series data .

/ Slow Feature Analysis

observation

x(1)

Ui

>

transform

| g(x)

W(1)=g(x(1))

latent variable
W) Slow Feature

D
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Pre-processing 1 - rescale f% MERETEE

» Normalization
* Why normalization ?

- Weka experiment
- Training: 1000, Test: 500, 242 dimensions with SVM

I N T

Time building model 13.29s 8.89s
Correctly classified 76(14.902%) 350(68.6275%)
Incorrectly classified 434(85.098%) 160(31.3725%)




> PCA / ZCA Whiten Data Mining Lab
 What is whiten ?

. Pre-processing 2 — feature decorrelation (@) —
Waca
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1 —_—
Yzca = ULZUT (X — X)

1 J—
ca = L2UT(X — X)<_I

* Why whiten ?
 Feature decorrelation

Y




Ending
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> Representation
« What is feature
e Feature V.S. model

» Learning representation 2
. \d“o X o'i\o
* What is good feature & o A
ef‘"o

* How to learn a good feature
1. By hypothesis ‘ g %5

logical Fegulation
3bg lic
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2. In action
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