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大家畅所欲言，
今天的问题都没
有标准答案！
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Feature is the general answer for “What’s this ? ”

Representation

Natural Language Processing

Computer vision

What about
– Trajectory data?
– Dynamic network?

So, what does representation means in data mining?
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Feature is the general answer for “What’s this ? ”

Some tricky cases:

• Nominal attribute  

[One-hot coding]: excellent\good\bad   001\010\100

• Structured object 

Sentences, pics, sequential data, networks

Word Embedding

Feature  Numeric Abstraction (almost)
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Feature is the general answer for “What’s this ? ”

Some tricky cases:

• Nominal attribute  

[One-hot coding]: excellent\good\bad   001\010\100

• Structured object 

Sentences, pics, sequential data, networks

• Discretize or not

• Missing value

Drop it, fill it or just leave it be? 

• Ordered feature ????? 

Feature  Numeric Abstraction (almost)
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Feature is the general answer for “What’s this ? ”

Label is the general answer for “What’s your name ? ”

What data mining do ?

What is model ?

• General answer for “How do they behave in this way?”

Feature (Cont.)

apple 
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 Unsupervised learning is subjective

 Supervised learning is objective

“We know it when we see it”

Feature Model
Similarity?
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Good representation
Bad model

Good representation
Good model

Bad representation
Good model
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What’s learning representation?

 Don’t panic ! You already know…

Learning Representation / Features

𝑿𝒏𝒆𝒘 = 𝒇 𝑿 𝑜𝑟 𝑿𝒏𝒆𝒘 = 𝒇 𝑿, 𝒀
𝑤ℎ𝑒𝑟𝑒 𝑿, 𝒀 𝑖𝑠 𝑓𝑟𝑜𝑚 𝑜𝑛𝑒 𝑠𝑜𝑢𝑟𝑐𝑒 𝑜𝑟 𝑚𝑎𝑛𝑦
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Motivation

• Find a better representation (for similarity measure or 
others) 

“better” how?

• What’s wrong with my current representation?

Learning Representation
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 What’s your ideal form of representation?

 What do you want?

What’s your definition of “better” ? 
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 Task-driven / Model-driven

• Classification, clustering, ranking

• Whatever is best for your task 

 Interpretability

• Non-negative, …

Visualization / Storage 

Numerical calculation / Fast convergence / Tuning

• Normalization, Whiten, …

What’s your definition of “better” ? 

Any representation 
fitting our hypothesis

of tasks/algorithms is good
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Additional prior

• Compositionality is useful to describe the world around us 
efficiently

• To tell us the data generating distribution and recover a set of 
latent variables that describe a distribution over the observed 
data

• *Help non-supervision be less subjective…

Why we make hypothesis ?
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 In your field, what’s the hypothesis you want?

Hypothesis of “better”
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 Example

• What is the hypothesis of PCA ?

Hypothesis of “better”

1. Maximum variance
2. Minimum projection error
3. Linear Gaussian with 

limited free parameters
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List of the hypothesis you want (maybe)

• Sparse representation

• Low rank representation

• Common / Semantic space

• Dimension reduction / Kernel 

• High-level / Deep features

• Temporal and spatial couple / coherence

• Structure-specified features

• Features decorrelation 

• Discriminative features

• Separate manifolds/ clusters 

• Normalization

• …

Hypothesis of “better”

Mathematic 
language of 
hypothesis
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How to make our new presentation sparse?

Sparse representation
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 L0 ( it’ll do, if you could solve it… )

 Generalized lasso

min
𝑋𝑛𝑒𝑤

𝑓 𝑋𝑛𝑒𝑤 + 𝜆 𝐷𝑋𝑛𝑒𝑤 1

Fused lasso example
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 Categorical variables are associated with separate 
manifolds, is it a discrete sparse representation?

*Clustering
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 Data stream ? 

 Networks ?

 Temporal + Network?

Sparsity in your field
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 Why low rank ????

• 2D – sparsity, being sparse while coherent with other 
instances

• Reducing correlation

 How to get there ???

• Nuclear norm

 LR in your field??

Low Rank

Image Rectification
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Multi-view learning / multi-task learning/                  
transfer learning / domain adaption / semi-supervised 
learning / multi-source learning / …     Integration

Common representation

Find a space that 
we could define 

a measure！
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 Blank box

 Why it work 

Deep representation
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 We put constraints on labels !

Discriminative Features
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 Slow-feature Analysis

Temporal and spatial coherence
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 Normalization

• Why normalization ?  

 Weka experiment 

 Training: 1000, Test: 500, 242 dimensions with SVM

Pre-processing 1 - rescale

Original Normalized 

Time building model 13.29s 8.89s

Correctly classified 76(14.902%) 350(68.6275%)

Incorrectly classified 434(85.098%) 160(31.3725%)
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 PCA / ZCA Whiten

• What is whiten ?

• Why whiten ?

• Feature decorrelation

Pre-processing 2 – feature decorrelation

Y𝑝𝑐𝑎 = 𝐿−
1
2𝑈𝑇(𝑋 −  𝑋)

Y𝑧𝑐𝑎 = 𝑈𝐿−
1
2𝑈𝑇(𝑋 −  𝑋)
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Representation

• What is feature

• Feature V.S. model

Learning representation

• What is good feature

• How to learn a good feature

1. By hypothesis

2. In action

Ending
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